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Abstract

Attribute grammars are commonly used in such areas as formalization of compilers. However, the method of debugging software described in attribute grammars is not yet established. In this paper, we propose a debugging scheme of attribute grammars using an algorithmic debugging technique, which was originally proposed for debugging logic programming languages. We show that algorithmic debugging is applicable to attribute grammars by introducing a virtual function, and then we propose an extension of algorithmic debugging which takes advantage of the characteristic features of attribute grammars. Further, we show that this technique is applicable to almost all classes of attribute grammars in the correspondence of their attribute evaluators. Although this paper mainly presents the theoretical framework, the applicability of the above technique was confirmed by implementing a prototype debugger.
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1 Introduction

Since the attribute grammar was initially proposed by Knuth in 1968 [1], it has been commonly used in various areas such as the formalization of compilers. On the other hand, however, it seems that researches for the development support environment, especially debuggers, for attribute grammar have received little attention until now, which are indispensable for the development of software by means of attribute grammar description.

Because the attribute grammar is based on a paradigm different from usual program languages, the debugging methods traditionally used cannot be applied to it as such. In many attribute grammar applications, their descriptions are translated into the evaluator written in a procedural language. Therefore, in traditional debugging, a debugger for the procedural language is applied to this evaluator, and from that result the errors in original attribute grammar are inferred. (There is already a debugging method devised for a functional language which was modelled after attribute grammars [14].) However, with such a method, users should consider the attribute grammar as a procedural language and the advantages of the attribute grammar such as conciseness would be lost. So in this research, we examined the debugging method for attribute grammars, and developed a debugging scheme which can handle the attribute grammar directly.

The most important feature of the debugging method presented here is the introduction of the technique called ‘algorithmic debugging’ [13]. This technique was proposed as a method for debugging logic programming languages; it presents to the programmer the local computational results of predicates during program execution, and through examination of whether these results agree with the programmer’s intention, it systematically narrows the search space in which bugs can exist. In this research, we show that this technique can be applied to attribute grammars, and at the same time we expand this technique in order to realize more efficient debugging by utilizing the characteristic features of attribute grammar. Also, we show that this method can be applied to almost all classes of attribute grammars, making correspondence with their attribute evaluators.

Although this paper mainly deals with the theoretical framework, we confirmed the above
application by implementing a prototype debugger.

Through introduction of the proposed technique, the following advantages can be obtained:

1. It can effectively locate bugs in the description of attribute grammar by means of minimum examination of attributes.

2. Since attributes to be examined by the user are managed by the debugger, he or she is not puzzled by the complex dependencies of attributes.


2 Attribute Grammar

*Attribute grammar* is a formalism which can describe the syntax and semantics of a language in an integrated fashion. In this section, we present a simple example and an outline of attribute grammars. For details, refer to [1].

2.1 Example of Attribute Grammar

An attribute grammar is, in short, a context-free grammar with information called *attribute* added. Figure 1 gives an example of an attribute grammar which computes a value based on its binary fraction representation (this example is a slightly modified version of that presented in [8]).

Lines which include ‘→’ like (1) of this figure and lines beginning with ‘|’ like (3) are productions of the context-free grammar, and the parts enclosed by { } following these lines are the definitions of attributes (*semantic rules*) corresponding to these productions. For example, (2) of this figure indicates that attribute pos of grammar symbol L has the value 1.

Defining the value of the attribute after parsing the sentence according to the grammar is called *evaluating* an attribute, and the procedure to evaluate attributes is called *attribute evaluator*. When a string "011" is evaluated according to the above grammar,
\[
F \rightarrow . L \\
\quad \{ L . pos = 1 ; \\
\quad \quad F . val = L . val \} \\
\]

\[
L_0 \rightarrow B L_1 \\
\quad \{ L_1 . pos = L_0 . pos + 1 ; \\
\quad \quad B . pos = L_0 . pos + 1 ; \quad \text{(bug)} \\
\quad \quad L_0 . val = B . val + L_1 . val \} \\
\quad \mid B \\
\quad \quad \{ B . pos = L_0 . pos ; L_0 . val = B . val \} \\
\]

\[
B \rightarrow 1 \\
\quad \{ B . val = 2^{-B . pos} \} \\
\quad \mid 0 \\
\quad \quad \{ B . val = 0 \} \\
\]

Figure 1: Example of Attribute Grammar

![Attribute Grammar Diagram]

Figure 2: Attributed Parse Tree
an *attributed parse tree*, as shown in Fig. 2, is made. In this case, attribute \( F.\text{val} \) which belongs to the root is solved for. Note that, since there is a bug in the attribute grammar shown in Fig. 1, this value is incorrect (this problem will be discussed in detail in section 3).

### 2.2 Formal Definition of Attribute Grammar

In this section, definitions and terminologies used in attribute grammars are briefly explained.

Generally, an attribute grammar is defined by a triple \( \langle G_u, A, R \rangle \).

\( G_u = \langle N, T, P, Z \rangle \) is a context-free grammar called *underlying context-free grammar*, which represents the syntactic part of the attribute grammar.

\( A \) is a set of *attributes*. Attributes are information added to grammar symbols of \( G_u \). Attributes are classified into two kinds, according to the way their values are defined. Attributes whose values are defined from nodes corresponding to their parent or siblings of this grammar symbol on the parse tree, are called *inherited attributes*. Attributes whose values are defined from nodes corresponding to their children are called *synthesized attributes*. In Fig. 2, attributes prefixed by ‘\( \downarrow \)’ are inherited attributes and those prefixed by ‘\( \uparrow \)’ are synthesized attributes. Each grammar symbol \( X \) of \( G_u \) has two associated disjoint sets, set \( I(X) \) of inherited attributes of \( X \) and set \( S(X) \) of synthesized attributes. (Normally, we assume \( I(X) = \emptyset \) for terminals \( X \).) In this case, \( A \) is defined as:

\[
A(X) = S(X) \cup I(X)
\]

\[
A = \bigcup_{X \in N \cup T} A(X)
\]

An attribute \( a \) of symbol \( X \) is represented as \( X.a \).

\( R \) is a set of *semantic rules*. For each production \( p \) of \( G_u \)

\[
p : X_0 \rightarrow X_1 \cdots X_n
\]

is associated with a set \( R(p) \) of semantic rules which defines all and only the attributes

\[
a \in S(X_0) \cup I(X_1) \cup \cdots \cup I(X_n)
\]
Then $R$ is defined as follows:

$$R = \bigcup_{p \in P} R(p)$$

Note that for any attribute, the rule defining its value is unique.

Each semantic rule associated with $p$ is written as follows:

$$X_k.a = f(X_{i_1}.a_{i_1}, \ldots, X_{i_m}.a_{i_m})$$

Here, $0 \leq k, i_1, \ldots, i_m \leq n_p$ and $f$ is a function defining the value of the attribute. Here, we say that $X_k.a$ depends on $X_{i_1}.a_{i_1}, \ldots, X_{i_m}.a_{i_m}$ in $p$.

3 Application of Algorithmic Debugging to Attribute Grammar

3.1 Algorithmic Debugging

In logic programming languages, a program is composed of parts called ‘predicates’. Algorithmic debugging [13] is a method of narrowing the search space in which bugs can exist, by querying the programmer whether the behavior of predicates at run time is correct or not. This method is known to be applicable to procedural or functional languages if one ignores the influences of side effects.\(^1\)

Here, we outline the algorithmic debugging according to reference [13] with some re-formulation.

Figure 3 shows a program of insertion sort written in Prolog. Predicate ‘isort’ sorts the list given in the first parameter in ascending order and returns the result to the second parameter. Predicate ‘insert’ inserts the element of the first parameter to the list of the second parameter and returns the result to the third parameter.\(^2\) However, since this program contains one bug, it does not behave correctly.

\(^1\)Although influences of side effects are discussed in [5], for example, these are omitted here because they are irrelevant to the attribute grammar.

\(^2\)Although concepts such as parameter or return value do not originally exist in Prolog, these terminologies are used here for simplicity.
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isort([X|Xs],Ys)
    :- isort(Xs,Zs), insert(X,Zs,Ys).

isort([],[]).

insert(X,[Y|Ys],[Y|Zs])
    :- Y>X, insert(X,Ys,Zs).  \text{(bug)}

insert(X,[Y|Ys],[X,Y|Ys]) :- X=Y.
insert(X,[],[X]).

\text{Figure 3: An Erroneous Program}

isort([3],[3])  \text{ : ok? y}

isort([1,3],[3,1]) : ok? n

insert(1,[3],[3,1]): ok? n

insert(1,[],[1]) : ok? y

Error diagnosed:

insert(X,[Y|Ys],[Y|Zs])
    :- Y>X, insert(X,Ys,Zs).

\text{Figure 4: An Example of Algorithmic Debugging}

Next, an example of finding a bug in this program using algorithmic debugging is shown. Let us assume that, when the user gave parameter [2,1,3] to this program, he or she obtained an erroneous value [2,3,1] instead of the expected value [1,2,3]. In this case, the debugger performs queries as shown in Fig. 4 to the user based on the execution history of this erroneous computation, and finds the bug in the program.

Underline indicates user input. Here, through four queries, the debugger inferred the clause with the bug. In this way, the user can find bugs by merely responding to the queries of whether the behavior of predicates is correct or not, without looking at the inner part of each predicate.

Now, the mechanism of the debugger is explained. First, the debugger makes a tree
called *computation tree* from the erroneous computation. This is a kind of execution
history in which calls of other predicates during the computation of ‘isort’ for parameter
[2,1,3] is recorded, together with the parameters and return value of each call. Figure 5
shows the computation tree in this example.

Next, the debugger selects one node of the computation tree and queries the user as
to whether the behavior of the predicate of that node is correct or not. In the above
example, the debugger first looks at A in Fig. 5. Here, it finds from the query to the
user that “it is a correct behavior that ‘isort’ returned value [3] given the parameter [3]”. From this, it can conclude that there is at least one bug in the part of the computation
other than the subtree rooted at A of this computation tree.

Next, the debugger turns its attention to B in Fig. 5. According to the user’s response,
this behavior of ‘isort’ is incorrect. So, it finds that there is at least one bug somewhere
in the computation corresponding to the subtree rooted at B of the computation tree.

From these two queries, the debugger finds that there is a bug in the computation
represented by the shaded part of Fig. 5. In this way, by querying the user, the search space containing the bug can be rapidly narrowed.

In this case, the debugger knows that $\odot$ is incorrect and $\oplus$ is correct from the responses of the user. Based on these results, it can be said that “although ‘insert(1,[3],[3,1])’ is incorrect, all behavior of predicates called within this computation process is correct”. This indicates that there is a bug somewhere in the definition of ‘insert’. Then, the debugger outputs this part as the line including bugs. More precisely, it identifies a single clause including a bug based on the execution history. (Hereafter ‘bugs’ may be ‘a single bug’.)

Note that in this debugging method, the nodes of the computation tree, which are subject to query by the debugger, can be selected arbitrarily from the part that could include bugs. The selection methods of nodes are discussed in references such as [6], and it is known that if the number of nodes of the computation tree is $n$, the bug can be found in $O(\log n)$ queries.

3.2 Formal Definition of Algorithmic Debugging

Here, we show a formal definition of the algorithmic debugging. This is a slightly modified and simplified version of that in reference [13].

Hereafter, the components of a program, such as predicates presented in the previous section, functions of usual languages or procedures which return a value, are simply called ‘functions’. We deal only with computations which terminate after giving output. Side effects are not considered here.

**Definition 1** [Behavior] When a function $f$ returns an output $y$ for an input $x$, the triple $(f, x, y)$ representing this computation is called behavior of this function. Note that $x$ and $y$ are assumed to be vectors since we also consider the case in which the function handles multiple input and output.

**Definition 2** [Top level trace] For a behavior $(f, x, y)$, consider function calls directly made by $f$ in the process of computing $f$. We make a sequence $(f_1, x_1, y_1), \ldots, (f_n, x_n, y_n)$
by arranging the behaviors of all those calls in the order of their occurrence. This sequence
is called the top level trace for behavior \( \langle f, x, y \rangle \) and is represented as \( \text{trace}(\langle f, x, y \rangle) \). ■

\textbf{Definition 3} [Computation tree] An ordered tree \( C_t \) having behaviors of functions as
its nodes and having the following features is called computation tree for the behavior
\( \langle f, x, y \rangle \), and this tree is represented as \( \text{ctree}(\langle f, x, y \rangle) \).

1. The root is \( \langle f, x, y \rangle \)

2. Each node of \( C_t \) has the elements of the top level trace of its node as the first child,
the second child, ... in this order.

A computation tree having a finite number of nodes is called ‘complete’ computation tree’. ■

An ‘incorrect behavior’ of a function is not an incorrect behavior of the computer,
but rather represents a difference between “behavior of the program intended by the
programmer” and “behavior of the program as written”. Then, we consider a way of
representing this “intention of the programmer” as follows.

\textbf{Definition 4} [Interpretation] Interpretation \( M \) is a set of behaviors, which represents
all correct behaviors of functions (i.e. output \( y \) corresponding to input \( x \)) that the
programmer intends. When a behavior \( \langle f, x, y \rangle \) is included (or not included) in \( M \),
we say that \( \langle f, x, y \rangle \) is correct (or incorrect). Furthermore, for any \( x \) in the domain of
function \( f \), if \( \langle f, x, y = f(x) \rangle \) is always included in \( M \), we say that \( f \) is correct; otherwise
it is incorrect. ■

For function \( f \), suppose that although all subordinate functions called by \( f \) behave
correctly, \( f \) itself behaves incorrectly. This indicates that there is a bug(s) in the definition
of \( f \).

\textbf{Definition 5} [Bug] For behavior \( b = \langle f, x, y \rangle \), if \( b \notin M \) and if for all \( b' \in \text{trace}(b) \) \( b' \in M \)
holds, we say that \( b \) includes bugs. In this case, we also say that function \( f \) includes bugs.
(Note that ‘bugs’ may be ‘a single bug’ throughout this paper.) ■
Computation tree $C_t$

![Diagram of computation tree with nodes labeled b and icons indicating bugs reside in M or not M]

Figure 6: Principle of Algorithmic Debugging

The case where a behavior $\langle f, x, y \rangle$ is incorrect means that $f$ itself includes bugs or that there are incorrect behaviors in the top level trace of $\langle f, x, y \rangle$.

**Theorem 1** [13] For a node $b = \langle f, x, y \rangle$ in a complete computation tree $C_t$, if $b \notin M$, then there is a behavior(s) having bugs somewhere in the subtree rooted at $b$ of $C_t$. ■

**Theorem 2** If a computation tree $C_t$ having an incorrect behavior $\langle f, x, y \rangle$ as its root is complete, and if a correct behavior $b = \langle f', x', y' \rangle$ is included in $C_t$, then the tree which is made by excluding $ctree(b)$ from $C_t$ has behavior(s) including bugs as its node. (For a proof, refer to [13].) ■

Figure 6 illustrates Theorems 1 and 2.

From the above theorems, when an incorrect computation is given, at least one function including bugs can always be found by the procedure shown in Fig. 7.

This method of locating bugs is called ‘algorithmic debugging’.

### 3.3 Application to Attribute Grammar

In attribute grammars, there does not exist one component corresponding to ‘function’ introduced in the beginning of section 3.2. However, if we find a component in attribute
procedure Algorithmic-Debugging();

begin

T := make_tree(); { make the computation tree }

while there are two or more nodes of T do begin

t := arbitrary node of T other than the root;

if t shows the correct behavior then

delete subtree below t from T

else

T := subtree below t

end;

display the definition of function for the root of T as a bug

end.

Figure 7: Procedure of Algorithmic Debugging

grammars which can be regarded as a ‘function’, it is possible to apply algorithmic debugging to attribute grammars.

We can consider several possible components in attribute grammars which “behave like a function”. What is suited to algorithmic debugging is a ‘function’ (i) whose calls make a nested structure, and (ii) whose input and output are easy to grasp for the user. Therefore, we focus our attention on the following property.

Theorem 3 Assume that an attribute grammar AG was evaluated and that an attributed parse tree T and all attribute values of T were obtained. Also, assume that dependencies among attributes are all known when these attribute values were evaluated. Hereafter, we suppose that when we refer to a parse tree of T, it includes ‘intrinsic attributes’ associated with leaf nodes (‘intrinsic attributes’ are attributes of terminals, and are defined from tokens).

Here, consider a synthesized attribute N.s of a node N of T. As shown in Fig. 8, this value is uniquely defined by:
1. Sub parse tree \( \text{tree}_N \) rooted at \( N \).

2. All attributes, among inherited attributes \( N.I \) of \( N \), on which \( N.s \) directly or indirectly depends in \( \text{tree}_N \). They are denoted by \( N.I_{N.s} \).

\[ \square \]

**Proof (Sketch).** We can assume the Bochmann normal form [1] without losing generality. Then, attributes on which \( N.s \) directly depends are a subset of inherited attributes of \( N \) and a subset of synthesized attributes of children of \( N \). Thus, attributes on which \( N.s \) directly or indirectly depends are obtained by making a closure of these dependencies. Here, they are only \( \text{tree}_N \) and \( N.I_{N.s} \).

From this theorem, we can consider an abstract ‘function’ which defines the value of any synthesized attribute \( N.s \):

\[ N.s = F_{N.s}(N.I_{N.s}, \text{tree}_N) \]

This function \( F_{N.s} \) is called Synth function for \( N.s \).

Based on this Synth function, we define ‘behavior’, ‘top level trace’, ‘computation tree’, ‘interpretation’ and ‘bug’ for attribute grammars. In this way, we can realize algorithmic debugging for attribute grammars.

A *behavior* can be defined using parameters and return value of the Synth function, as \( \langle F_{N.s}, \{N.I_{N.s}, \text{tree}_N\}, N.s \rangle \), similarly to section 3.2. (Precisely, \( \{\cdots\} \) is a tuple rather than a set, but this notation is used for readability.)

As for ‘top level trace’, since Synth function is an abstract one and does not call other Synth functions during computation, the definition presented in section 3.2 cannot be used. Therefore, we define the top level trace for behavior \( \langle F_{N.s}, \{N.I_{N.s}, \text{tree}_N\}, N.s \rangle \) as follows, using the dependencies among attributes:

**Definition 6** [Top Level Trace of Synth Function] Consider attributes which are synthesized attributes of children nodes \( N_1, \ldots, N_n \) of node \( N \) in the attributed parse tree \( T \), and on which \( N.s \) directly or indirectly depends in the sub parse tree rooted at \( N \). By
topologically sorting the whole such synthesized attributes according to the dependency among them, we get a sequence $N_{i_1}.s_{j_1}, \ldots, N_{i_m}.s_{j_m}$. Then, we let the top level trace of $\langle F_{N,s}, \{N.I_{N,s}, tree_N\}, N.s \rangle$ be the sequence of behaviors (of Synth functions) $\langle F_{N_{i_1}.s_{j_1}}, \{N_{i_1}.I_{N_{i_1}.s_{j_1}}, tree_{N_{i_1}}\}, N_{i_1}.s_{j_1} \rangle, \ldots, \langle F_{N_{i_m}.s_{j_m}}, \{N_{i_m}.I_{N_{i_m}.s_{j_m}}, tree_{N_{i_m}}\}, N_{i_m}.s_{j_m} \rangle$. This top level trace is denoted by $\text{trace}(\langle F_{N,s}, \{N.I_{N,s}, tree_N\}, N.s \rangle)$ (Fig. 9).

The computation tree is defined using the above top level trace similarly to section 3.2. The interpretation $M$ is now a set of behaviors of Synth functions. A bug is defined similarly to section 3.2 by taking the Synth function as a ‘function’. Then, the following holds.

**Theorem 4** In the computation tree defined above, assume that there is a bug in node $\langle F_{N,s}, \{N.I_{N,s}, tree_N\}, N.s \rangle$. Then, among semantic rules associated with production $p$ applied to node $N$ of the parse tree, there is a bug in either the definition of $N.s$ or the definition of attributes on which $N.s$ directly or indirectly depends in $tree_N$.

**Proof.** From the definition of top level trace, the assumption means the following:
attributed parse tree $T$

\[ \downarrow N.I_{N.s}, \uparrow N.s \] attribute dependency

\[ \downarrow N_1.s_1, \uparrow N_2.s_2, \cdots, \uparrow N_n.s_n \]

\[ <F_{N.s},\{N.I_{N.s}, tree_N\},N.s> \]

top level trace

\[ <F_{N_2.s_2},\{N_2.I_{N_2.s_2}, tree_{N_2}\},N_2.s_2> \]

\[ <F_{N_n.s_n},\{N_n.I_{N_n.s_n}, tree_{N_n}\},N_n.s_n> \]

\[ <F_{N_1.s_1},\{N_1.I_{N_1.s_1}, tree_{N_1}\},N_1.s_1> \]

Figure 9: Example of Generation of Top Level Trace
1. The value of $N.s$ is incorrect with respect to $tree_N$ and the set of inherited attributes $N.I_{N,s}$ given to $N$, and

2. The values of synthesized attributes $N_{i_1}.s_{j_1}, \ldots, N_{i_m}.s_{j_m}$ of children nodes of node $N$ of the parse tree are all correct, with respect to $tree_N$ and to inherited attributes $N_{i_1}.I_{N_{i_1},s_{j_1}}, \ldots, N_{i_m}.I_{N_{i_m},s_{j_m}}$ of children nodes of $N$.

This indicates that either (1) the semantic rule is incorrect, which defines the value of $N.s$ from values of $N_{i_1}.s_{j_1}, \ldots, N_{i_m}.s_{j_m}$ or from values of $N.I_{N,s}$, or (2) the semantic rules are incorrect, which define values of $N_{i_k}.I_{N_{i_k},s_{j_k}}$ associated with $N_{i_k}$, a child of $N$. These semantic rules are all associated with production $p$ applied to node $N$ of the parse tree.

Case (1) is trivial. In case (2), since $N_{i_k}.I_{N_{i_k},s_{j_k}}$ is “the set of attributes on which $N.s$ directly or indirectly depends in $tree_N$” considering the definition of the top level trace, the conclusion can be derived.

From the above, we can say similarly to section 3.2 that, when a synthesized attribute of the root of $T$ is incorrect, bugs can be located by applying algorithmic debugging.

However, it should be noted that this method is solely based on ‘behavior’, i.e. “whether a Synth function returns a correct output or not for a given input”. Cases such as when the input itself (e.g. value of inherited attribute) is incorrect, are discussed in section 4.

As an example, let us see the attribute grammar of Fig. 1 which computes the value of a binary fraction. From the attributed parse tree of Fig. 2 for which an incorrect value is obtained, the computation tree shown in Fig. 10 is constructed.

Note that point $a$ in Fig. 10 corresponds to $a$ in Fig. 2. It indicates that an erroneous computation “when the binary number ‘11’ appears after the second decimal place of the binary fraction, the value it represents is 0.25” is performed. (What is actually displayed to the user is the attributed parse tree like the one in Fig. 2.)

If the number after the second decimal place is ‘11’, the value should be 0.375. Therefore, $a \notin M$, and from this, we know that there is a bug in the subtree rooted at $a$ of the computation tree. Then, if for example we examine $b$ next, we find that $b \in M$ in a
Figure 10: Computation Tree
similar fashion. When we examine $c$, we find that $c \in M$. From this, we know that a bug exists in the definition of behavior which $a$ represents, i.e. in the part on which $L.\text{val}$ depends in the semantic rules associated with the production $'L \to B L'$. In the current case, the whole part enclosed by $\{\}$ can include a bug in the following:

$$L_0 \to B L_1$$

\[
\begin{align*}
\{ & \quad L_1.\text{pos} = L_0.\text{pos} + 1; \\
& \quad B.\text{pos} = L_0.\text{pos} + 1; \\
& \quad L_0.\text{val} = B.\text{val} + L_1.\text{val} \}
\end{align*}
\]

Theoretically, we can only say that there is a bug somewhere in the above 3 lines of semantic rules, but practically, the semantic rule indicating ‘(bug)’ can be identified as erroneous by displaying the value of each attribute appearing in these semantic rules and by allowing it to be checked by the user.

Note that, since this method is only based on the assumption for attribute grammars that “all attribute values can be defined”, it can be applied to almost all classes of attribute grammars, e.g. each class below noncircular attribute grammars (see section 5).

4 Extension of Algorithmic Debugging

4.1 Incorrect Input/Output Value

Input (excluding the parse tree) and output of the Synth function introduced in section 3.3 correspond to the inherited and synthesized attributes of an attribute grammar, respectively. The programmer of an attribute grammar might be able to determine, sometimes very easily, whether these attribute values are correct or not, if the nodes of the parse tree to which these attributes belong are identified.

For example, in Fig. 10, while $B.\text{pos}$ should represent the number of places from the decimal point, $B.\text{pos} = 2$ is given in $d$ for the node representing the first decimal place.
of the fraction. (\(d\) corresponds to \(\textcircled{b}\) in Fig. 2.) By paying attention to this node, the programmer might find that “\(B\text{.pos is invalid}\)” before thinking that \(\{F_{B\text{.val}}, \{B\text{.pos} = 2, tree = \ldots\}, B\text{.val} = 0\}\) is a correct behavior”.

Therefore, we devised a method of efficient debugging, incorporating this kind of information into algorithmic debugging.

**Extended Algorithm 1**

We say that an attribute value is *valid* (or *invalid*) when we can show that this attribute value is correct (or incorrect) with respect to the attribute grammar and the entire parse tree.

Consider the case in which the programmer can say that \(x\) or \(y\) is valid or invalid for a node \(b = \langle f, x, y \rangle\) of computation tree \(Ct\).

We here divide the nodes included in computation tree \(Ct\) into the following sets, with respect to a node \(ct\):

- **Child**: Entire nodes of subtree of \(Ct\) having \(ct\) as the root;
- **Before**: The set consisting of the following elements;
  1. Nodes corresponding to the parent or ancestor of \(ct\);
  2. Among children of elements of 1, the set of nodes \(ct'\) which is positioned in order before those included in 1 (or \(ct\)), and the set of entire nodes of the subtree having \(ct'\) as the root.
- **After**: The set of entire nodes which are neither included in **Before** nor **Child**, among nodes of \(Ct\).

**Theorem 5** For a node \(ct = \langle f, x, y \rangle\) of computation tree \(Ct\) of an incorrect computation, the following 1 to 3 hold (Fig. 11):

1. If \(x\) is invalid, there is a behavior in **Before** which includes a bug;
2. If \(y\) is invalid, there is a behavior in **Before** or **Child** which includes a bug;
3. If \( y \) is valid, there is a behavior in \( \text{After or Before} \) which includes a bug.

\[ \]

\begin{proof}[Sketch]
\begin{enumerate}
\item The fact that \( x \) is invalid means that either: (i) the computation was incorrect in obtaining some value of attributes on which \( x \) directly or indirectly depends, or (ii) the computation was incorrect in obtaining the value of \( x \). In the former case, there is a bug in \( \text{Before} \). In the latter case, there is a bug in the parent of \( ct \). In either case, there is a bug in \( \text{Before} \).
\item The fact that \( y \) is invalid means that either \( ct \notin M \) or \( x \) is invalid. In the former case, there is a bug in the subtree rooted at \( ct \), i.e. in \( \text{Child} \). In the latter case, there is a bug in \( \text{Before} \) from 1.
\item In general, if \( x \) is valid and \( y \) is valid, then \( ct \in M \). Therefore, since \( y \) is valid, either \( ct \in M \) holds or \( x \) is invalid. In the former case, we can say from Theorem 2 that there is a bug in the part of \( Ct \) excluding \( \text{Child} \), i.e. in \( \text{Before or After} \). For the latter case, there is a bug in \( \text{Before} \), from 1. \qedhere
\end{enumerate}
\end{proof}

In the example in Fig. 10 mentioned before, we can say that there is a bug in (B) of this figure from the information that \( B.pos \) of \( d \) is invalid. By examining \( e \), we know that \( e \notin M \). And from the fact that there are no children of \( e \) in (B), we can say that there is a bug in \( e \). Therefore, it is found that there is a bug in the semantic rules associated with ‘\( L \rightarrow B \ L \)’ on which \( L.val \) depends. This is equivalent to the result in section 3.3.

Note that the method described here is an extension of the algorithmic debugging itself, and it can be applied to debugging of other languages.\(^3\) However, this method is especially useful in the application to attribute grammars, as mentioned at the beginning of this section.

\(^3\)For details, refer to appendix of reference [10].
x is valid $\Rightarrow$ \[\text{valid state}\] y is valid $\Rightarrow$ \[\text{valid state}\]

x is invalid $\Rightarrow$ \[\text{invalid state}\] y is invalid $\Rightarrow$ \[\text{invalid state}\]

The tree is the computation tree. Bugs are in the black part.

Figure 11: Extended Algorithmic Debugging
4.2 Difficult Query

To follow the procedure of algorithmic debugging, the user must by all means find a response to any query. However, this query is not always easy to respond.

Algorithmic debugging was originally devised for logic programming languages and this query is, by nature, for ‘predicates’ defined by the user. However, in attribute grammars, it is an abstract ‘Synth function’ which is subject to query. Since this is not defined by the user, it is entirely possible that the user cannot respond to the query.

There are several ways to address this problem in the framework of algorithmic debugging (cf. section 7). Here, however, we present a method to extend the algorithm more positively to allow a ‘don’t know’ response.

Extended Algorithm 2

Theorem 6 For a node $ct$ on computation tree $Ct$, if either of the following holds:

1. Either the parent node or the ancestor node of $ct$ is correct, or

2. Any node other than the above is incorrect

then, we can exclude $ct$ from the search space for bug(s).

\[ \square \]

Proof (Sketch). In case 1, from Theorem 2, and in case 2, from Theorem 1, we can say that at least one bug exists in the part other than $ct$. \[ \square \]

From Theorem 6, even if the user were to return a ‘don’t know’ response for a node $ct$, in many cases the debugger could exclude $ct$ from the search space by making queries to other nodes.

Inversely, if all of the following hold for $ct$ in the process of debugging:

1. Its parent is incorrect

2. Its siblings are all correct

3. Its children are all correct
then, \( ct \) cannot be excluded from the search space. However, even in this case, \( ct \) should be either correct or incorrect. From Definition 5, we can say that if \( ct \) is incorrect, a bug exists in the definition of the semantic rule corresponding to \( ct \), and if \( ct \) is correct, a bug exists in the definition of the semantic rule corresponding to its parent. Therefore, if we present the union of these definitions as possible errors, the debugging process can be said to be completed.

As shown above, we can allow a ‘don’t know’ response to queries of algorithmic debugging. Although this does not improve the power of the debugging method, it would be very useful in actual debugging for practical reasons. Note that this extension can also be applied to the debugging of other programming languages, but it will be especially useful in attribute grammars.

5 Relationship between the Proposed Debugging Method and Attribute Grammar Classes

So far, we considered that the Synth function is an abstract one and it does not really exist. However, we can say that in certain classes of attribute grammars Synth functions can be directly constructed, and in other classes, the computation tree based on Synth functions can be easily obtained from existing attribute evaluators.

5.1 Simple Multi-Visit Attribute Grammar Class and its Subclasses

Let \( X \) and \( Y \) be attribute grammar (AG) classes. In this paper, we define that \( X \)-AG is a subclass of \( Y \)-AG, when the attribute evaluation algorithm of \( X \)-AG is a special case of the attribute evaluation algorithm of \( Y \)-AG [3].

Engelfriet et al. showed that the evaluators for the simple multi-visit attribute grammar and its subclasses are a special form of a certain attribute evaluator [3]. Therefore, we show that for these classes, the computation tree can be made based on this evaluator.
procedure sV-evaluate($N_0$: node);

{ Let $p: X_0 \rightarrow w_0 \ X_1 \ w_1 \ \cdots \ X_n \ w_n$

be the production applied at $N_0$ }

begin
1 count($N_0$) := count($N_0$) + 1;
2 let $j = \text{count}(.N_0)$;
3 compute all inherited attributes of $N_0$ in $A_j(X_0)$;
4 for $i := 1$ to $m_{p,j}$ do { visit children nodes }
5 sV-evaluate($X_k$) where $k = r_{p,j}(i)$;
6 compute all synthesized attributes of $N_0$ in $A_j(X_0)$
end;

begin

set count($N$) to 0 for every node $N$ of the parse tree;

while count(root) < k(root) do

sV-evaluate(root)

end

(Note) $X_1$ is a nonterminal symbol and $w_1$ is a string of terminal symbols. $A_j(X_0)$
is the set of attributes evaluated at the j-th visit to the node $N_0$ labeled $X_0$. $r_{p,j}(i)$
(1\leq i\leq m_{p,j}) is a sequence called ‘visit-sequence’. It indicates that when visiting $N_0$
for the j-th time, the children of $N_0$ are visited in the order of the visit-sequence
$r_{p,j}$, where $p$ is the production applied at $N_0$.

Figure 12: Attribute Evaluator for Simple Multi-Visit Class
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\begin{function}
\textbf{sV-evaluate}($N_0$: node): computation tree;
\end{function}
\begin{verbatim}
... for i := 1 to $m_{p,j}$ do { visit children nodes }
Tree(i) := sV-evaluate($X_k$) where $k = v_{p,j}(i)$;
compute all synthesized attributes of $N_0$ in $A_j(X_0)$;
\Return computational tree
where the parent is
($f,S_j(X_0)$, \{ $I_j(X_0), N_0$ \}, $S_j(X_0)$ )
and children are Tree(1) \ldots Tree($m_j$)
...
\end{verbatim}

(Note) $I_j(X_0)$ and $S_j(X_0)$ represent inherited and synthesized attributes of $A_j(X_0)$,
respectively, which are evaluated in this visit to node $N_0$.

\begin{figure}[h]
\centering
\caption{Modified Evaluator to obtain the Computational Tree}
\end{figure}

First, the evaluator for the simple multi-visit attribute grammar class is shown in Fig. 12.

By rewriting part of Fig. 12 to match Fig. 13, a function is obtained which returns
the computation tree of Synth functions as its value.

According to references [2] [3], (hereafter, ‘simple’ is omitted), the subclasses of multi-
visit (=\(\ell\)-ordered) AG include multi-sweep AG, multi-alternating pass AG, multi-pass
AG, Ordered AG, one-visit AG = one-sweep AG, and one-pass AG = L-attributed AG.
From the above, it is shown that the algorithmic debugging can be easily applied to
attribute grammars of these classes.

5.2 Noncircular and Absolutely Noncircular Attribute Grammar Classes

In case of absolutely noncircular attribute grammar class, the "procedure to compute the
value of synthesized attribute" in the evaluator by Katayama [7], which is based on the
augmented dependency graph, can be directly considered to be a Synth function. This
‘procedure’ actually calls other ‘procedures’ in the process of computing the synthesized
attribute value. The called ‘procedures’ here compute synthesized attributes of nodes,
which are children (in the parse tree) of the node corresponding to the synthesized at-
tribute which is computed by the calling ‘procedure’. The calls of these ‘procedures’ are
performed in order by topologically sorting all attributes of the augmented dependency
graph of this node. The computation tree can be also created in one-to-one correspon-
dence to these calls. Namely, the computation tree can be made by letting the ‘behavior’
node correspond to the ‘procedure’ and by placing the nodes of its children in the order
of the called ‘procedures’.

On the other hand, in the case of the noncircular attribute grammar class, the aug-
mented dependency graph cannot be directly created from the attribute grammar. How-
ever, after the step where the attributed parse tree is determined, we can make a graph
equivalent to the augmented dependency graph for attributes of an arbitrary node in the
parse tree and attributes of its children nodes. (This can be made by taking the closure
of attribute dependency in each subtree of children of this node. Since this attribute
grammar is noncircular, there is no cycle in this graph equivalent to the augmented de-
pendency graph.) In this way, the Synth functions and the computation tree can be made
similarly to the case of the absolutely noncircular attribute grammar.

From the above, it can be said that the algorithmic debugging can be easily applied
to these two classes of attribute grammar.4

4 The systematic debugging method proposed in this paper is closely related to the form of attribute
evaluators. Therefore, we thought it insufficient to show only its applicability to the noncircular attribute
grammar class. So, in section 5 we showed the applicability to each evaluator of typical attribute grammar
classes.
6 Implementation of a Prototype Debugger

We implemented a prototype debugger called Aki, in order to confirm the applicability of the algorithm presented so far. It uses an experimental system called Jun [12] as a basis. Jun can handle the absolutely noncircular attribute grammar class. (In fact, it can also handle part of a class which allows cycles of attribute dependencies with certain conditions [4], but the discussion is omitted since it is irrelevant to the subject of this paper.) Aki can perform debugging for attribute grammars which Jun handles. Through this implementation, it is considered that the applicability of the proposed debugging method is confirmed for typical classes of attribute grammars given in section 5.5

Aki realizes the following three basic functions:

1. displaying the attributed parse tree

2. referencing definition of attributes from the attributed parse tree

3. algorithmic debugging

Using these basic functions, Aki can debug the attribute grammar directly. An example of its execution is shown in Fig. 14.

Jun is written in Common Lisp. The implementation of Aki was performed by revising Jun so that it outputs the computation tree as mentioned in section 5.2, and by adding the body of the debugger and the GUI part using Garnet [9], a GUI-builder for Common Lisp. Aki is organized by considering the linkage with the editor.

In the future, our goal is to improve the operability of its GUI and to make an integrated development environment for attribute grammars.

---

5 What was actually confirmed is the applicability to the absolutely noncircular attribute grammar class. However, if we investigate reference [3], we can say that the attribute grammar classes presented in section 5.1 are subclasses of the absolutely noncircular attribute grammar class. Therefore, our implementation can be applied to these classes. On the other hand, if we make an attribute evaluator as presented in section 5.2, it can be applied to the noncircular attribute grammar class.
Figure 14: Example of Execution of Aki
7 Discussion

The primary objective of the method presented in this paper was to develop a debugging method where the user is not required to know the dependency among attributes. However, since there are many difficult aspects in the debugging of attribute grammars, we discuss in this section how these difficulties are minimized by the proposed method through various examples of debugging.

Relation among Attribute Values

In many applications of attribute grammars, the only value the user needs to obtain is that of some attribute. If this value is erroneous, in order to debug it, the user has to check whether the relation among attribute values at the adjacent nodes of the parse tree matches the user's intention. At that time, it is difficult to know from the grammar description which attribute values should be checked, and even if the user can determine which one, the relation itself is often complex and difficult to understand.

In our method, since management of the dependency of attributes and selection of attributes to be checked are carried out by the debugger, the user does not need to perform these tasks. Moreover, in our method, the debugger can often show the relation of attribute values in a way that is understandable to the user.

For example, when the attribute is a long character string like the object code of a compiler, checking the relation among attribute values is difficult for the user. In the proposed method, this corresponds to the case where the input and output of the Synth function are both long character strings. Normally, the object code of a node of the parse tree is made by concatenating the object codes of the child nodes of the node in question and by inserting some instructions between them. In such a case, using our method, the debugger knows the input and output of the Synth function. Therefore, the debugger can identify the part of the output object code which corresponds to the input object codes. Then it can facilitate debugging by highlighting the corresponding part on the display, for example, by using different colors.
Semantic Rules

After identifying which relation of attribute values is erroneous, the user needs to check the corresponding semantic rules or the subordinate functions used in these semantic rules. Since, in our method, the debugger can directly identify the set of erroneous semantic rules, the burden on the user is greatly reduced.

Once the semantic rules are identified, the user will check the semantic rules. Checking the top level semantic rules is straightforward, but from our experience, errors in the subordinate function occur often. In this case, the user will read and correct the description of the subordinate function, or he can actually execute the attribute evaluator and perform traditional debugging such as tracing the subordinate function.

Long Sentence

As the character string given to the attribute grammar becomes longer, debugging becomes progressively more difficult, and this problem is not alleviated by the proposed method. This occurs, for example, when the user performs debugging of a compiler described in an attribute grammar by letting the compiler read a long source program. Even by our method, the debugger will show a big sub parse tree and a big symbol table to the user, and the user is forced to perform the arduous work of checking a long object code.

In such a case, the technique of narrowing the search space of bugs as presented in section 4 could be applied. However, it is advisable that the user shortens the source program as much as possible in advance so that it still causes the same bugs, as is performed by the traditional debugging method, and then apply the proposed method.

Attribute Grammar Class

When the attribute grammar described by the user exceeds the range of the attribute grammar class that the system supposes, the user must modify the grammar description to meet the required class, but this process is not supported by the proposed method.
As stated above, our method can reduce the user’s burden in debugging typical errors of attribute grammars, but there are still difficulties which are not supported by our method. Since the current implementation of Aki is a prototype debugger, we are planning to make a practical debugger which can solve the above problems for various attribute grammar descriptions.

8 Concluding Remarks

In this paper, a systematic debugging method for attribute grammars is presented based on the concept of algorithmic debugging, and its extension was shown taking advantage of features of attribute grammars. Then, after showing that this method can be applied to virtually all classes of attribute grammars in the correspondence of their attribute evaluators, we confirmed the method by implementing a prototype debugger which can directly handle an attribute grammar.

To date, no attempts have been made to design a systematic debugging method for attribute grammars. Therefore, developers of attribute grammar applications have been obliged to rely upon their experience and intuition. The proposed technique based on algorithmic debugging allows attribute grammar to be handled more easily, and we hope it can serve as a basis of development of actual applications using attribute grammars.

For future research, extension of the application range of the proposed debugger is needed. Since, in algorithmic debugging, the debugging proceeds on the assumption that output of the root of the computation tree is incorrect, in this paper we dealt with only the case where the attribute values of the root of the attributed parse tree are incorrect. Although this is usually sufficient, there are instances where attribute values other than those of the root node should be obtained, for example, in an attribute grammar for getting the data flow information for optimization. To cope with these cases, it will be necessary to consider an extension where the debugging starts from an inner error point of the computation tree.

In reference [13], the cases where the program aborts or does not terminate (i.e. enters
an infinite loop) are also considered. In attribute grammars, these cases correspond to error termination or to the cycle of attribute dependency (excluding well-defined ones [4]).
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